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Introduction. Automata appear across the computer science literature in different flavours: deterministic, non-deterministic, or stochastic; and each of these flavours has its own notions of transition, bisimulation or trace equivalence. This text shows that we do not need to repeat these notions each time we change the flavour of automata: all these automata are particular cases of what we call monoidal automata; we start studying bisimulation and trace equivalence for monoidal automata; and we suggest that these generalise the multiple classical notions.

Monoidal Automata. We depart from a monoidal analogue of transition system that comes from the work of Katis, Sabadini and Walters [KSW97]: monoidal transition system. Input and output types, automata, and automata morphisms assemble into a monoidal bicategory. Previous work of these authors, together with Gianola, Sabadini and Sobociński [DLGR ${ }^{+} 23$ ] has studied the universal properties of these monoidal transition systems.

Definition 1. An automaton in a symmetric monoidal category $(\mathbb{C}, \otimes, I)$, taking inputs on $A \in \operatorname{Obj}(\mathbb{C})$ and producing outputs in $B \in \operatorname{Obj}(\mathbb{C})$, is a triple $\left(S, s_{0}, f\right)$ consisting of a state space $S \in \operatorname{Obj}(\mathbb{C})$, an initial state $s_{0}: I \rightarrow S$ and a transition morphism, $f: S \otimes A \rightarrow S \otimes B$.
Definition 2. Monoidal automata over a symmetric monoidal category $(\mathbb{C}, \otimes, I)$ form a monoidal bicategory, Aut $(\mathbb{C}, \otimes)$, whose 0 -cells the objects of $\mathbb{C}$; whose 1-cells $\left(S, s_{0}, f\right): A \rightarrow B$ are monoidal automata $f: S \otimes A \rightarrow S \otimes B$; and whose 2-cells $\alpha:\left(S, s_{0}, f\right) \rightarrow\left(T, t_{0}, g\right)$ are morphisms $\alpha: S \rightarrow T$ such that $f \circ(\alpha \otimes \mathrm{id})=(\alpha \otimes \mathrm{id}) \stackrel{g}{ } g$ and $s_{0} \circ \alpha=t_{0}$. The composition and


Figure 1: Morphisms, composition and tensor of monoidal automata.
tensoring of two automata tensors both state spaces and both initial states. The only difference is on how the transition functions interact: composition uses the output of the first as the input of the second, tensoring keeps them independent (Figure 1, right). The composition and the tensor of morphisms of automata is exactly its tensor in the original monoidal category.

Example 3 (Deterministic automata). Monoidal automata in the monoidal category of sets and functions are deterministic automata [BK08, Definition 2.5], i.e. a function $f: S \times A \rightarrow S \times B$ with an initial state $s_{0} \in S$. Homomorphisms of deterministic automata [Rut95, Section 2] are precisely the 2-cells of Aut $(\operatorname{Set}, \times)$.
Example 4 (Stochastic automata). Consider the category of stochastic maps with the cartesian product, (Stoch, $\times$ ). Morphisms from $A$ to $B$, are functions $f(\bullet \mid \bullet): A \times B \rightarrow[0,1]$ such that $f(\bullet \mid a)$ has finite support and moreover $\sum_{b} f(b \mid a)=1$ for each $a \in A$. Stochastic automata are monoidal automata over the category of stochastic maps, Aut(Stoch, $\times$ ), i.e. an initial distribution, $d_{0}: A \rightarrow[0,1]$, together with a function $f\left(s^{\prime}, b \mid s, a\right)$ returning the probability of outputting $b$ and transitioning to $s^{\prime}$ from the state $s$ with an input $a$.

Example 5 (Non-deterministic automata). Non-deterministic automata [BK08, Definition 2.1] are monoidal automata over the category of relations, Aut $(\operatorname{Rel}, \times)$. Deterministic morphisms between them coincide with the classical notion of morphism of automata [Rut95, Rut00].
Example 6. Automata can be represented as labelled graphs with an initial node. The vertices are states and the edges are transitions. In a deterministic automaton, for each vertex and each input, there is exactly one outgoing edge that produces one output, while, in a stochastic automaton, the weights of the outgoing edges must sum to 1 .


Figure 2: Homomorphisms of deterministic, stochastic and non-deterministic automata.

Morphisms and bisimulation. The classical definition of simulation can be rewritten as a pair of inequations in Rel. A relation $R \subseteq S \times T$ is a simulation from $\left(S, s_{0}, f\right)$ to $\left(T, t_{0}, g\right)$ if it satisfies (s1) and (s2) below, where $R^{\circ}: T \rightarrow S$ indicates the opposite of the relation $R$.


This observation allows us to characterise simulations in terms of morphisms of automata.
Proposition 7. Let $\left(S, s_{0}, f\right),\left(T, t_{0}, g\right): A \rightarrow B$ be two automata in Rel and $R: S \rightarrow T$ be a relation between their sets of states. Then, $R$ is a simulation from $\left(S, s_{0}, f\right)$ to $\left(T, t_{0}, g\right)$ if and only if the relation $\left(\mathrm{id}_{S} \times R^{\circ}\right) \stackrel{\circ}{\Delta}$ is a morphism of automata $\left(S \times T, r_{0}, h\right) \rightarrow\left(S, s_{0}, f\right)$ in Rel, for the automaton $\left(S \times T, r_{0}, h\right)$ defined below.


A bisimulation is a relation $R$ such that both $R$ and $R^{\circ}$ are simulations. We use this observation to characterise bisimulations with the following result, which is essentially a restatement of [Rut95, Lemma 2.2] with added inputs and outputs. We give a string diagrammatic proof.

Proposition 8. Let $\left(S, s_{0}, f\right),\left(T, t_{0}, g\right): A \rightarrow B$ be two automata in Rel, and $R: S \rightarrow T$ be a relation between their sets of states. Then, $R$ is a bisimulation if and only if the projections $p: R \rightarrow S$ and $q: R \rightarrow T$ are morphisms of automata, $p:\left(R, r_{0}^{\prime}, h^{\prime}\right) \rightarrow\left(S, s_{0}, f\right)$ and $q:\left(R, r_{0}^{\prime}, h^{\prime}\right) \rightarrow\left(T, t_{0}, g\right)$, where $\left(R, r_{0}^{\prime}, h^{\prime}\right)$ is the automaton defined below.


Monoidal Streams and Monoidal Traces. Automata define an execution trace: a controlled stream of the visible outputs of the automaton. In the same way, monoidal automata define an execution trace, which must be now a monoidal stream. The theory of monoidal streams [DLdFR22] is an analogue of the coinductive construction of streams using morphisms in a symmetric monoidal category. We now employ it to study traces of monoidal automata.

A classical stream, $\mathbb{A}=\left(A_{0}, A_{1}, \ldots\right)$, is coinductively defined to be (i) an element now $(\mathbb{A})=$ $A_{0}$, (ii) together with a stream, representing its tail, later $(\mathbb{A})=\left(A_{1}, A_{2}, \ldots\right)$. When the stream is formed by objects of a symmetric monoidal category, we can act on the first element of the $\operatorname{stream} \operatorname{now}(M \cdot \mathbb{A})=M \otimes \operatorname{now}(\mathbb{A})$ leaving the rest of the stream the same, later $(M \cdot \mathbb{A})=$ later(A). Monoidal streams use this to introduce a new element: an explicit memory that allows to connect each piece of the stream to the next one.

Definition 9. A monoidal stream $\mathbb{f}: \mathbb{A} \rightarrow \mathbb{B}$ between two families of objects $\mathbb{A}=\left(A_{0}, A_{1} \ldots\right)$ and $\mathbb{B}=\left(B_{0}, B_{1}, \ldots\right)$ is a triple $(\mathbb{M}(\mathbb{F})$, now $(\mathbb{F})$, later $(\mathbb{C}))$ consisting of $(i)$ an object of the symmetric monoidal category, $M(\mathbb{F})$, called the memory; (ii) a morphism of the symmetric monoidal category, $\operatorname{now}(\mathbb{C}): \operatorname{now}(\mathbb{X}) \rightarrow M(\mathbb{C}) \otimes \operatorname{now}(\mathbb{Y})$, called the first action; and (iii) a monoidal stream later $(\mathbb{F}): M(\mathbb{F}) \cdot \operatorname{later}(\mathbb{A}) \rightarrow \operatorname{later}(\mathbb{B})$, called the rest of the action. Monoidal streams are quotiented by a dinaturality equivalence relation: the minimal equivalence relation that relates $(M(\mathbb{F}), \operatorname{now}(\mathbb{f})$, later $(\mathbb{f})) \sim(M(\mathbb{g}), \operatorname{now}(\mathbb{g})$, later $(\mathbb{g}))$, for each morphism $r: M(\mathbb{g}) \rightarrow M(\mathbb{F})$ such that $\operatorname{now}(\mathbb{g}) \% r=\operatorname{now}(\mathbb{F})$ and such that $r \cdot \operatorname{later}(\mathbb{F}) \sim \operatorname{later}(\mathbb{g})$. Monoidal streams form a symmetric monoidal category, Stream $(\mathbb{C}, \otimes)$.

A single object $A$ can be repeated to form a stream $\llbracket A \rrbracket$, defined by now $(\llbracket A \rrbracket)=A$ and later $(\llbracket A \rrbracket)=\llbracket A \rrbracket$. Analogously, a transition function, $f: S \otimes A \rightarrow S \otimes B$ with state space $S$, can be repeated to form a monoidal stream $\llbracket f \rrbracket: S \cdot \llbracket A \rrbracket \rightarrow \llbracket B \rrbracket$. When the transition function has an initial state, $s_{0}$, and forms a monoidal automata, we can use it to construct a monoidal stream that represents the execution trace of the automaton.

Definition 10. The trace of a monoidal automaton $\left(S, s_{0}, f\right): A \rightarrow B$ is the monoidal stream, $\operatorname{tr}\left(S, s_{0}, f\right): \llbracket A \rrbracket \rightarrow \llbracket B \rrbracket$, defined by $\operatorname{tr}\left(S, s_{0}, f\right)=s_{0} \cdot \llbracket f \rrbracket$. We say that two automata are trace-equivalent if their traces coincide.

Example 11 (Deterministic traces). The traces of a deterministic automaton $\left(S, s_{0}, f\right)$ are the streams of elements in the image of the monoidal stream $\operatorname{tr}\left(S, s_{0}, f\right)$ in Stream (Set, $\times$ ). The explicit form of functional monoidal streams are causal stream functions [SJ19] and can be described as a coKleisli category [UV08].

Related work. Our work is mostly based on the work of Katis, Sabadini and Walters on processes in monoidal categories [KSW97], and our previous work, first presented at NWPT'21, which coinductively defined monoidal streams [DLdFR22] as a monoidal counterpart for dataflow programming [UV08]. We expand this work: we now add notions of bisimulation and trace equivalence for monoidal automata. We reason coinductively; Kozen and Silva [KS17] have given an informal exposition of practical coinductive reasoning. Most of the categorical literature on automata has been separated from monoidal categories [CP20, SBBR13], or has been restricted to the cartesian case [BLLL23]. Notions of probabilistic and metric bisimulation have been already advanced [BDEP97, DDLP06, BBLM17, BSS21, BSV22]. The term "monoidal automata" is also used to indicate automata whose language is monoidal [ES22, ES23].
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